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There is ample evidence that a relation of log k with some commonly employed solvent parameter at a given tem- 
perature is not always a reliable index of the polarity of the activated complex. Through study of the temperature 
dependence of log k as a function of an empirical solvent property, viz. hC* vs. (say) E T ,  some perception of the 
ionogenic character of a reaction can be gained. The principal objective of this report is to show in some instances 
that the same rate data may be correlated with a universal and directly measurable property of matter, namely the 
dielectric, to permit a more quantitative and informative comparison of reaction transition states with respect to 
their polarities. For ionogenic reactions, where the activated complex possesses a significant dipole moment, a sim- 
ple electrostatic argument based on the model developed by Kirkwoodg is used to derive relationships between the 
activation parameters and readily accessible functions of the solvent dielectric (eq 9 - 13). These relationships 
have been tested by data gathered for two well known cases, the thermolysis of a-chlorobenzyl alkyl ethers’ and the 
cycloaddition of TCNE to enol ethers,sJO both in aprotic solvents. In both cases the linear relationship involving 
activation free energy is found to be relatively insensitive to  the occurrence of “chemical” interactions between the 
solvent and zwitterionic activated complex. However, though this treatment predicts an inverse linear correlation 
of negative activation entropy and solvent polarity, it is shown that “chemical” contributions of this nature can de- 
stroy the linearity and steeply invert the relationship so that the most polar solvents appear to be associated with 
the most negative entropies of activation. But, for a transition state of sufficiently high dipole moment, the “chemi- 
cal” contribution term tends to predominate over the solvent dielectric term and to influence the ASo* in such a 
way as to restore the appearance of linearity for ail cases except those in which the solvent has nearly zero polariz- 
ability. 

The use of empirical solvent parameters as a means of 
correlating solvent effects on rate has developed greatly since 
the  introduction of the Winstein-Grunwald Y-value scale.la 
Others such as the Kosower 2 valueslb and the Reichardt ET 
valueslC have gained widespread application in probing the 
polarity of the activated complex. Such applications rely on 
the occurrence of a simple linear plot of log k vs. (say) ET at 
a given temperature, the steepness of the slope of the resulting 
line being accepted as a proportional measure of transition 
state polarity. But  the information to  be realized from this 
exercise is frequently of‘ limited value; such factors in a polar 
transition state as charge separation and dipole moment do  
not emerge from the empirical solvent parameter relationship 
with rate. 

Moreover, i t  is by no means unusual for an ionogenic reac- 
tion to  display an  inverse relationship between rate and an  
empirical measure of solvent polarity at a single temperature. 

0022-3263/78/1943-2374$01.00/0 

Under circumstances where this is close to  the isokinetic 
t e m p e r a t ~ r e , ~ ~ ~ *  a frequently undetected occurrence, plots of 
log k vs.(say) ET can be illusory. Two recent examples come 
to  mind in which, at the given temperature, the observed in- 
verse relationship of rate and solvent polarity suggested a 
non-ionogenic or a concerted process with an  unpolarized 
transition state, namely, the thermolysis of trimethylsilyla- 
cetophenones to siloxyalkenes2 and the corresponding rear- 
rangement of aryl allyl sulfides4 in aprotic solvents. Un- 
equivocal evidence has subsequently been found to  demon- 
strate the intervention of zwitterionic activated complexes in 
both of these  case^.^,^ 

In a previous article5 reporting on the thermolysis of 01- 

chloro ethers in aprotic solvents, i t  was noted that the acti- 
vation parameters E,, AS* and AG* for the reaction in seven 
solvents showed a decreasing trend with increasing ionizing 
character of the solvent. These results in conjunction with 
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other considerations have been construed to  support the 
classical Ingold picture6 of a reaction process with an ion pair 
intermediate However, the observation in such cases that 
greater negative values of AS* occur with more polar solvents 
is not without exception; in fact a fairly extensive body of data 
has accumulated which does not fulfill this e x p e c t a t i ~ n . ~ , ~  

In order to avoid some of these pitfalls and to gain a greater 
perception of the charged structure of the transition state 
through application of a rate-solvent effect criterion i t  be- 
comes necessary to reconsider the use of empirical solvent 
parameters. 4 return to correlations of rate with a direct, 
physical measure of solvent polarity, namely, the dielectric 
property, seemed to be recommended. Some well-trodden 
ground has been chosen as the foundation for an approach to 
interpreting xsolven t-rate effects in ionogenic reactions; i t  is 
based on a well-established treatmentgJO which has previously 
provided sound guidance in the understanding of electrostatic 
interactions in solution. 

1)iscussion of Results 
Before considering the specific problem associated with 

a-chloro ether thermolysis5 it is useful to review in a qualita- 
tive way the molecular basis for the effect of solvent on reac- 
tion rates. Given the reaction expressed by the equation 

k 
A e * - products (1) 

where A and f denote reactant and activated complex, re- 
spectively, and applying the transition state theory of reaction 
rates,ll the rate constant k for this process is obtainable from 
the equation 

Ink  = In ( K T f h )  - A G o * / R T  (2) 

where h,  K ,  and T have their usual meanings and AGO* is the 
difference between the standard state chemical potentials of 
the activated complex and the reactants expressed by the 
equation 

The standard state chemical potential refers to the species a t  
infinite dilution in the particular solvent under consideration. 
I t  is constituted from contributions which depend upon the 
structure of the solute species (intrinsic effects) and contri- 
butions arising from species-solvent interactions (extrinsic 
effects). Although it  is convenient to visualize the chemical 
potential as being composed of contributions from these two 
sources, strictly speaking they are not completely independent 
and separable. The molecular situation for a given solute 
species, i, can be represented d i a g r a m m a t i ~ a l l y ~ ~ J ~  as fol- 
lows. 

The region A corresponds to solvent adjacent to  solute 
species i and having properties which differ to a greater or 
lesser extent, from the properties of bulk solvent represented, 
by the region B. The difference in properties of these two 
solvent regions stem from the presence of the solute species 
perturbing the solvent in its immediate vicinity. Expectedly, 

also, the solvent should modify the solute molecule to some 
extent and cause a lack of additivity of intrinsic and extrinsic 
contributions to the solute chemical potential. However, in 
all probability this effect is small and can be neglected in most 
of the following considerations. We may, therefore, assume14 
that the standard state chemical potential of a species can be 
represented as the sum of two contributions as given by the 
equation 

lo  = point + MOext (4) 

where point depends on the molecular nature of the species, 
and loext reflects the extrinsic interaction stemming from the 
specific interaction of the species with the solvent. 

As a consequence, the standard free energy change (eq 2) 
for the reaction (eq 1) is given by the equation 

AGO* = (lo*,int  - l o A , i n t )  + (Fo*,ext - PoA,ext), or 

AGO* = AGo*int + AGo*ext ( 5 )  

I t  is apparent from this that  a solvent effect on the rate of 
reaction should generally be expected since, although the first 
term on the right hand side of eq 5 would be essentially solvent 
independent, the second term should depend to a greater or 
lesser extent upon the solvent nature. 

Applying the usual thermodynamic manipulations to eq 5 
leads to the equations 

As before, we would expect the changes in intrinsic enthalpy 
and entropy to be solvent independent, while the remaining 
terms would not be. Thus, the basic formulation of the effect 
of solvents on free-energy changes and reaction rate constants, 
within the context of transition state theory, is apparently 
quite straightforward. The problem, however, is to arrive a t  
expressions for the extrinsic contributions based on the 
physical properties of the solvents considered. 

There have been many discussions of this matter2 all of 
which foster the conclusion that no single approach can be 
applied for all types of reactions. In certain situations, by 
making rather drastic assumptions, it is possible to derive 
expressions for rate dependence on solvent. For instance, in 
reactions involving the formation of ions from a covalency, a 
simple expression results by assuming that the solvent is a 
continuous dielectric. This relationship, the Born equation, 
describes the dependence of the extrinsic free-energy change 
on the dielectric constant. There is a considerable body of 
evidence,15 however, which indicates that the Born equation16 
estimates the free-energy changes of real chemical processes 
only in a semiquantitative way a t  best. On the other hand, it 
is clearly preferable14 to designate the extrinsic contribution 
to the chemical potential of a given ionic process as the sum 
of two terms, one arising from electrostatic effects and the 
other from what one might call "chemical" effects. The latter 
would include contributions from (say) solvent reorganization 
and packing effects and such specific interactions between 
solvent and solute as hydrogen bonding. I t  would seem emi- 
nently reasonable, therefore, to represent in an analogous way 
the contributions to the free-energy change which occur when 
completely isolated ionic charges are not formed, Le., by 
transforming eq 5 into 

( 7 )  

where the last two terms on the right hand side correspond to 
Though it cannot be stated categorically, it may be 

supposed that AGo*chem would be smaller the less structured 
and idiosyncratic the solvent species is. If, for example, the 

AGO* = AG0*int + AGo*elec + AGo*chem 
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Table I. Solvent Dielectrics and Dielectric Functions 

( 6  - I)/ - (dt/dT). 
Solvent e n  - de/dTn (2t + 1) [1/(2~ + 1121 

~ ~~~ ~~~~ 

Acetonitrile 36.75 0.186 0.4799 3.35 X 
Sulfolane 43.32 0.4829 
Chloroform 4.72 0.0177 0.3563 1.62 X 
Chlorobenzene 5.62 0.0168 0.3775 1.12 X 
Toluene 2.38 0.00243 0.2396 7.32 X 10-5 
Carbon tetrachloride 2.23 0.00200 0.2253 6.71 X 10-5 
Nitrobenzene 34.82 0.1804 0.4788 3.62 X 10-5 
Cyclohexane 2.02 0.00160 0.2030 6.30 X 10-5 
Tetrahydro- 7.39 0.4050 

Ethyl acetate 6.02 0.0150 0.385 8.82 x 
Methylene chloride 9.08 0.0373 0.422 1.016 X 

Acetone 20.7 0.0977 0.465 5.43 X 
Benzonitrile 25.19 0.471 

furan 

10-4 

a These data are taken or computed from data in ref 17 and 
18. 
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Figure 2. Activation free-energy change with solvent dielectric 
function in thermolysis of para-substituted a-chlorobenzyl methyl 
ethers. 

Graph AGO*, kcal mol-ln 
Solvent index w-c1 D-F D - C H ~  

E -  _ _  i l  
\ 2 E +  

0 2  0 3  0 4  C 5  
20 L- ' 
Figure 1. Activation free-energy change with solvent dielectric 
function in thermolysis of a-chlorobenzyl methyl ether. Least-squares 
computation: slope = -21.6; intercept = 35.4; correlation coefficient 
R = -0.92. 

Graph AGO*, 
Solvent index kcal rnol-ln 

CH3CN 1 23.6 
Sulfolane 2 24.8 
CHC13 3 26.8 
C&jC1 4 28.6 
CsHsCH3 5 29.7 
cc14 6 30.8 
CsH5NOz 7 26.2 

a Data from ref 5. 

solvent was capable of hydrogen bonding with either the 
reactant or the activated complex, this interaction would 
presumably drive A G  '*&em toward a large value. 

Bearing in mind the above deductions, we may now turn to 
consideration of the specific problem of the thermolysis of 
cu-chloro ethers in aprotic solvents shown1 to take place via an 
ion-paired intermediate. This develops from an activated 
complex possessing a high dipole moment. For such circum- 
stances it is plausible to use a simple electrostatic argument 
based upon a model developed some years ago by Kirkwoodg 
to explain some of the thermodynamic properties of amino 
acids. The solvent dependence of the electrostatic contribu- 
tion to the free energy of zwitterionic species has been con- 
sidered in the Kirkwood treatment.g The model he used cor- 
responded to a spherical solute species in the continuous di- 
electric solvent. For such a system the electrostatic contri- 
bution to the chemical potential is given by the equation 

Lji2 1 -  
fi0*e1ec = b3 ( ~ )  

where L, p,  b ,  and t are Avogadro's constant, the dipole mo- 

Sulfolane 1 25.7 24.0 
CsH5Cl 2 28.9 28.0 26.4 
CC4 3 31.4 30.7 29.5 
Symbol B 0 8 

Least Squares Computations 
R -0.985 -0.998 
Slope -21.7 -21.4 
Intercept 36.5 34.2 

a Data from ref 5. 

ment, and the radius of the zwitterionic species, respectively, 
and the dielectric constant of the solvent. Equation 8 and 
modifications of it have been used successfully to explain the 
behavior of peptides in s01ution.l~ 

If we assume for the specific examples to be analyzed here 
that the reactant species has no significant dipole moment, 
the combination of eq 7 and 8 results in the equation 

AGO* = AGo*int + (s) (%) + hGo*chem (9) 

The simplest situation which could possibly arise is when the 
"chemical" term makes no contribution. We then obtain a 
direct link between the standard free-energy change and the 
solvent dielectric constant, viz. the equation 

The solvent dielectric data2J8 and the quantities computed 
therefrom are listed in Table I. The plot according to eq 10, 
delineating the solvent effect on activation free energy, AGO*, 
for the solvolytic rearrangement of a-chlorobenzyl methyl 
ether, is given in Figure 1. The plots in Figure 2 (along with 
the data from which they were constructed) are presented as 
a correlation of the effect of the para substituent on the pa- 
rameters of eq 10. Clearly, all substituted cases in Figures 1 
and 2 are correlated by lines of the same slope, i.e., Lji2/b3 = 
21.6, because their activated complexes have about the same 
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still show significant differences in slope which reflect the 
expected differences in transition-state charge separation, as 
well as differences in intercept indicative of differences in their 
AGn*int terms. 

The  general approach applied here for the change of stan- 
dard activation free energy can be readily extended to other 
activation parameters. For example, the entropic analogues 
of eq 7 , 9 ,  and 10 are obtained by partial differentiation with 
respect to  temperature a t  constant pressure. 0 I 

20 - -9 

Figure 3. Activation free-energy change with solvent dielectric 
function in cycloaddition of TCNE with various vinylic ethers. 

Graph AGO* kcal mol-1o 
Solvent index A B C 

Cyclohexane 1 25.4 
cc14 2 24.7 26.3 
THF 3 22.4 
EtOAc 4 22.2 23.3 

CHZC12 6 19.9 22.7 
Acetone I 20.6 
CsHsCN 8 20.1 21.6 
CHyCN 9 19.4 20.6 

CHC13 5 20.7 22.8 

Symbol 0 0 

Least-Squares Computations 
R -0.916 -0.956 
Slope -20.2 -22.3 
Intercept 29.4 31.7 

Data from ref 8. 

/H 
\ =  

23.0 
22.6 
20.4 
20.1 
20.5 
19.7 
19.4 

18.4 
e 

-0.978 
-15.7 

26.3 

C := CH =CHO(’,H, 

degree of charge separation as suggested previously by the 
linearity of their Hanimett free-energy plot.’ The differences 
in intercept suggests that  the substitutent effect is exerted 
only on the AG O*int term, varying with the polar nature of the 
substituent in an expected way. I t  is therefore apparent from 
these plots that  the linear relation encompassed by eq 10 is 
obeyed to an acceptable approximation, implying that  the 
“chemical” contributions to the standard free-energy change 
are relatively unimportant. Moreover, it can be shown that 
the slopes of the lines in Figures 1 and 2 are of the proper 
magnitude for reactions of the type under consideration (see 
Appendix). 

Further confirmation of the correctness of this approach 
is to be found in studies reported by Steiner and Huisgens on 
the solvent dependence of the rate of reaction of tetracyano- 
ethylene (TCNE) with enol ethers, which is characterized by 
a zwitterionic transition state. The data obtained by these 
authors for the cycloaddition of TCNE to anethole, 2,3-di- 
hydro-4H-pyran and butyl vinyl ether are listed in the table 
accompanying the plot in Figure 3, constructed in accordance 
with the variables of eq 10. 

The  general trend of these data is satisfactorily correlated 
with the terms of the electrostatic treatment outlined above, 
although the scatter of points about the linear relationships 
encompassed by eq KO is such as to  suggest that  “chemical 
contributions” are not insignificant for some of the systems 
investigated. Nonetheless, it can be seen that these systems 

Since the dt/dT terms are negative, the primary equation (eq 
12) anticipates that the activation entropy becomes more 
negative with lower values of the solvent dielectric, providing 
the term is negligible, i.e., the circumstances under 
which the simplifying equation (eq 13) would prevail. Where 
the Asn*,h,,,, term is not negligible the entropic changes 
originating in “chemical contributions” would be greatest for 
the more polar and structured solvents and may even exceed 
in magnitude the second term involving the dielectric func- 
tion. These contributions can be estimated in a qualitative way 
to be possibly more negative in value the greater the degree 
of chemical interaction between solute and solvent, since 
under these circumstances the reaction thermodynamics 
would include the process: 

solvent interacting Solvent interacting 
chemically with other 

(solvent molecules 1 ---* ( zwitterionic complexes 1 
Thus, the entropic change would be much more negative for 
the more polar solvents than is predicted by the simplified 
equation (eq 13) deduced from the electrostatic model. 

Figure 4 has been plotted according to the variables of eq 
13 from the data of Kwart and Silver5 (which is listed in the 
accompanying table). Clearly the correlations are much less 
satifactory than those obtained for the corresponding acti- 
vation free-energy changes. The slope to be expected (the 
“theoretical lines”) has been drawn in the Figure 4 plot; it 
should have a value 3000 times greater (for ASo* expressed 
in cal K-l mol-l) than the corresponding free-energy plot in 
Figure 1 based on eq 10. 

I t  is obvious from the Figure 4 plot that the more structured 
solvents such as acetonitrile and nitrobenzene deviate most 
from the simple relationship of eq 13. Such deviation is to be 
expected where the zwitterionic activated complex has a 
moderate dipole moment. For low and average polarity sol- 
vents the slope tends to become more horizontal (than if eq 
13 was applicable), since the normal direction of change of the 
dielectric function term is being opposed by a ASo*&.m term 
arising from proportionately moderate chemical contribu- 
tions. A sudden, large contribution to this term can therefore 
be correlated with a highly structured solvent, producing a 
degree of interaction which is extraordinary among the 
members of the solvent series. This seems to be the case for 
acetonitrile and nitrobenzene in Figure 4, where these higher 
dielectric solvents drive the reaction steeply toward more 
negative ASo* values. 

The converse might also be found for a zwitterionic tran- 
sition state with a larger dipole moment. Here the ASo*chem 
may be very large and dominate the right-hand side of eq 12 
for most members of the solvent series having more than a 
threshold degree of polarity. For such cases, in fact, the 

“chemically” with the 

even more strongly 
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Figure 4. Activation entropy change with solvent dielectric function 
in thermolysis of a-chlorobenzyl methyl ether. Slope drawn is that 
calculated from the experimental value of Figure 1 in accordance with 

Graph -ASo*, cal 
Solvent index K-l mol-lU 

CH3CN 1 60.1 
CHC13 2 26.1 
CsHjCl 3 19.5 
CsHjCH3 4 15.0 

CfiHA”z G 26.9 
cc14 5 7 .5  

Data from ref 5 .  

ASo*&,em term would tend to parallel solvent properties such 
as polarizability,lg which come into play most importantly 
when the solvent is introduced into a sufficiently strong field. 
That is to say, a ASo*&,,, term based largely on polarizability 
interactions will tend to eclipse the dielectric function term 
of eq 12 for transition states of higher dipole moment. How- 
ever, for solvents which lack any structure and are nonpolar- 
izable we could expect strong deviation from the line corre- 
lating the more polarizable members of the solvent series. This 
appears to be the case for the TCNEenol  ether cycloaddition 
reaction studied by Huisgen8,10 where the transition state 
dipole moment, (-14 D) is some 50% greater than that char- 
acterized for the 0-chlorobenzyl methyl ether (-9 D). As is 
evident from Figure “5 and the accompanying table of data, 
only the very inert, nonpolarizable cyclohexane stands away 
from the correlation line of the five other solvents, ranging 
from acetonitrile to the highly polarizable carbon tetrachlo- 
ride. 

Since AGO* has been assumed in this treatment to  be lin- 
early related to ASo*, it may be surprising to observe an ac- 
ceptable linear correlation of AGO* and the appropriate di- 
electric function from eq 10 in Figure 1, and a nearly complete 
lack of correlation of the ASo* data accordirg to Figure 4. But 
this is not an unprecedented experience; rather it is another 
example of the operation of the “compensation law” wherein 
a reaction factor bringing about a significant change in the 
entropy is simultaneously effecting a compensatory change 
in enthalpy.20 As a consequence, the AGO* may respond to the 
influence of this reaction factor with no significant deviation 
from linear behavior. 

An analogous treatment could be applied to the volumes 
of a c t i v a t i ~ n ~ ~ , ~ ~  ( A V O * ) ,  but in terms of an electrostatic 
model the appropriate physical property, viz., d d d P  (see eq 
15), is generally not available for the sorts of solvents which 
might be expected to obey the predicted electrostatic rela- 
tionships. 

Regarding t h e  Correlation of ASo*  a n d  AGO* with 

i I 
0 2 0  4 0  60 80 100 I20 140 I60  180 

Figure 5. Activation entropy change with solvent dielectric function 
in cvcloaddition of TCNE to anethole. 

Graph -ASo*, cal 
Solvent index ‘ K-l mol-lu 

Acetonitrile 1 44 
Cyclohexane 2 31 
cc14 3 54 
Ethyl acetate 4 49 
CHzClz 5 54 
CHC13 6 57 

a Data from ref 8. 

Solvent Polarity as a n  Index of Charge Separation i n  the  
Activated Complex. A basis for the expectation that reac- 
tions which give rise to zwitterionic intermediates should show 
more negative activation entropies in less polar solvents stems 
from many kinetic studies a t  high pressures,21,22 which yield 
estimates of the activation volume AVO*. This conclusion 
apparently is deduced from two considerations: (a) AVO* 
values for such ionogenic reactions as solvolysis are very much 
more negative in nonpolar solvents,21 and (b) ASo* tends to  
parallel AVO* since both are derivative functions of AGO*. 
What is implicit in the latter assumption is that ASo* is de- 
termined largely by solvent electrostriction. The AVO* is 
taken as a direct measure of electrostriction on the basis of 
the Drude-Nernst equation (eq 15), which expresses the 
volume change resulting from immersion of a discrete ion into 
a continuous, structureless dielectric c.16 The Drude-Nernst 
equation, in turn, is a derivative of the classical Born equa- 
tion.16 

The Born equation (eq 15) is analogous to eq 10 which we 
derived above for zwitterions, but i t  applies only to species 
with a discrete charge, i.e., + rather than +-. Thus, if we 
consider a process where discrete charge rather than a zwit- 
terion or ion pair is created (A - A+ rather than A - -A+), 
in a solvent of dielectric e ,  the free-energy change on forming 
a mole of charged species A+ from electrostatic sources only 
is 

where L is Avogadro’s number, 2 is the valence, e is the elec- 
tron charge, and r is the charge radius. The volume change 
corresponding to this is given by 

Comparison of eq 14, which expresses the free energy of ac- 
tivation involved with formation of a discrete charge within 
a dielectric 6 ,  with eq 10, which expresses the analogous rela- 
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tionship in cases of zwitterion formation, conveys a measure 
of understanding as to why the Drude-Nernst equation and 
derivatives thereof cannot ordinarily be applied as criteria for 
ionogenic reaction p*rocesses. 

Finally, the results; discussed here suggest that  correlation 
of AGO* and solvent dielectric expressed in eq 10 provides a 
reasonably reliable index of a zwitterionic or ion pair struc- 
tured transition state. Evidently, the effects of "chemi- 
ca1"contributions arising from the solute zwitterions inter- 
acting with the solvent are generally cancelled out and appear 
to be insignificant compared to their influence on the entropy 
of activation. Thus, it would appear that  any given attempt 
to establish a relation between entropy of activation and some 
solvent polarity parameters, depending on the range of sol- 
vents employed, may lead to results which are contrary to 
e ~ p e c t a t i o n . ~  This is, particularly so where a large degree of 
charge separation is developed in the activated state and a 
high extent of solvent polarization and other kinds of inter- 
action with solvent can occur as a consequence. 
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Appendix: Estimation of Charge  Separat ion in the 
Transi t ion State 

Equation 10 can be rewritten as: 

(kcal mol-') = (kcal mol-') 

if the dipole moment of the zwitterion is expressed in debye 
units and the radius is in angstrom units. Similarly, eq 13 may 
be written as 

(cal deg-' mol-l) = (cal deg-l mol-') 

Sample Calculation. To  consider the effective radius of 
a-chlorobenzyl methyl ether we may assume to a fair ap- 
proximation that the densities of inert substances in the liquid 
phase are nearly unity. That  is to say, assuming the density 
of the ether to be 1.0 & 0.1, this structure of mol wt 157, having 
a packing densityz3 == 0.9, is deduced to have a molar volume 
of (157 X 0.9:i = 141 cm3 mol-'. Therefore, the molecular 
volume (of 14~l/Avogadro's number) is calculated to be 253 A3 
per molecule. Consequently, the cube of the molecular radius, 
equal to b3  in eq 10, becomes 56.1 A3. Since the slope of the 
Figure 1 graph gives us 21.6 kcal mol-', then 

'21.6 = 14.4 jT2/56.1 

and 
- 
f i z  = 84.2 Dz 

jT  = 9.2 D 

and since ii = e d ,  the electron charge times the separation, 
the charge separation in the transition state is 

d = 9.214.8 = 1.9 A 
Bearing in mind the approximationsz3 which have been made 
throughout, the error is not significant. 

Registry No.--a-Chlorobenzyl methy l  ether, 35364-99-9; a-p- 
dichlorobenzyl methy l  ether, 56377-71-0; a-chloro-p-f luorobenzyl 
methy l  ether, 56377-73-2; a-chloro-p-methylbenzyl methy l  ether, 
56377-70-9; anethole, 104-46-1; 3,4,-dihydro-2H-pyran, 110-87-2; 
butyl ethenyl ether, 111-34-2; TCNE, 670-55-2. 
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